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Abstract—this article considers the method of clustering in 

the problems of pattern recognition when studying with a 

teacher in the case of n-dimensional numerical features.  

Clusters of linear and ellipsoidal forms that are optimal in 

the number of errors are created by the method of pseudo 

genetic algorithm. The pseudo genetic algorithm has a 

simplified procedure for performing mutation and crossover 

operations. 
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I. INTRODUCTION 

 

Let’s define a set of objects belonging to K classes. Each 

object is described by an n-dimensional vector of 

numerical features ( )110 ,...,, −= nxxxX . Each feature is 

a random variable. Objects of the same class are 

distributed in the feature space according to the near 

normal law. Each class in the feature space takes a 

particular area. Moreover, class areas can intersect. The 

problem is that it is necessary to divide the feature space 

for each class into areas that do not intersect (clusters) in 

such a way that the number of objects, which are not 

localized in the cluster of "their" class, is minimal. The 

clustering process takes place according to the method of 

"learning with the teacher". Also, a learning sequence of 

images, which consists of representative sets of samples of 

each class 
( ))()2()1( ,...,, KTTTT =

, has been created. 

What is created in the feature space is an object area that 

consists of clusters 
( ))()2()1( ,...,, KСССС =

. 

Consequently, each item of the training sequence must 

belong to only one cluster 

),(, )()()()( kjCXCX kiji 
. Considering 

everything said above, it is desirable that the clusters in 

the feature space have a convex shape. As well as that, the 

classification procedure has to be quite simple. Such 

requirements are met by clusters of linear and ellipsoidal 

configurations. 

 

II. CONSTRUCTION OF LINEAR CLUSTERS 

Linear clusters have a convex polygonal shape. There is 

a hyperplane that optimally separates one cluster from 

another in an n-dimensional space for any two non-

matching clusters (Fig. 1). 

 
Fig.1. Hyperplane between clusters. 

In the case of classes, it is necessary to find 

such hyperplanes for each cluster, in the total of 

, since for each pair the hyperplanes 

coincide (Fig. 2). Polygonal clusters can have an open or 

closed shape. 

 
Fig.2. Polygonal clusters. 
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Mathematically, each cluster is defined by a system of 

inequalities: 















=

++++

++++

++++

−−−−−

−−

−−

.,...,1

0...

.........................................................................

0...

0...

)(

11

)(

1,11

)(

1,10

)(

0,1

)(

21

)(

1,21

)(

1,10

)(

0,2

)(

11

)(

1,11

)(

1,10

)(

0,1

Kk

bxaxaxa

bxaxaxa

bxaxaxa

k

Kn

k

nK

kk

K

k

n

k

n

kk

k

n

k

n

kk

 

  Thus, the set of clusters is determined by the set of 

weighting coefficients: 
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III. CONSTRUCTION OF ELLIPSOIDAL CLUSTERS 

 

Among the pattern recognition methods, there is a quite 

popular method of discriminant functions such as 
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In order to construct ellipsoidal clusters, it is suggested to 

use a discriminant function of the quadratic (parabolic) 

type (Fig. 3): 

 

 

 
Fig.3. Parabolic discriminant function. 

 

For the n-dimensional case, such a function will be set by 

the formula below: 
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In n+1-dimensional space, these functions form 

paraboloids, which form ellipsoids in the n-dimensional 

feature space (Fig. 4.): 

 

 
Fig.4. Ellipsoidal clusters. 

 

Similarly to the case of linear clusters, elliptical clusters 

are determined by the set of coefficients of the 

discriminant functions and by the coordinates of the 

ellipsoid centres: 
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It can be noted that for each elliptic cluster it is necessary 

to define a 12 +n  parameter that in case of dealing with 

numerous classes requires significantly less computing 

resources than for linear clusters. However, at the same 

time, the efficiency of clustering with ellipsoidal shapes 

can be inferior to linear clusters. 

 

IV. APPLICATIONS OF PSEUDO GENETIC ALGORITHM 

FOR BUILDING OPTIMAL CLUSTERS 

 

Cluster construction procedures are the same for linear 

and elliptical clusters and are implemented as optimization 

problems: 

.

min,)(

DW

WE



→
       (3) 

where  )(WE   – is the function that estimates the 

number of errors for the training set; 

W –  aggregate vector of cluster parameters according 

to formulas (1) or (2); 

D –a domain of definition of cluster parameters. 

The optimization problem is solved by a pseudo genetic 

algorithm. It has a simplified system of mutation and 

https://context.reverso.net/translation/english-ukrainian/weighting+coefficient
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crossover genetic operations. In the classical genetic 

algorithm, these operations are performed on the binary 

code of "chromosomes", thus the values of specific bits 

change. In the pseudo genetic version, operations are 

performed on the components of the parameter vector. 

For mutation, we randomly select a specimen of the 

current population and the index of some component of 

the vector of cluster parameters, after this the component 

is given a new random value from the domain of 

definition: 

},...,,...,{},...,,...,{ 11 smsm wuwwww → ,  

where  −m  is the index of the component selected for 

mutation; 

      s -  the size of the parameter vector; 

      ),( Dddrandomum = . 

           

For the crossover operation, we randomly select two 

"parent" instances of parameter vectors from the current 

population and the crossover point index. Eventually, the 

information is being exchanged relative to this point: 







 








→








+

+

+

+

},...,,,...,

},,...,,,...,

},...,,,...,

},,...,,,...,

11

11

11

11

smm

smm

smm

smm

wwuu

uuww

uuuu

wwww

. 

The general procedure of the genetic algorithm 

corresponds to the classical scheme and consists of the 

formation of the initial population of various cluster 

system configurations, and the population regeneration 

process with the usage of mutation, crossover and 

selection operations. The stages of regeneration continue 

until the value of the evaluation function is stable or until 

the desired qualitative assessment of the classification is 

achieved when processing the training set samples. 

 

 

CONCLUSIONS 

The purpose of the paper is to suggest algorithms for 

clustering a multidimensional feature space in pattern 

recognition tasks in the learning mode with a teacher. 

Summing up the results, it can be concluded that 

algorithms are built on relatively simple mathematical 

models and do not require powerful system resources. 

This paper has clearly shown that algorithms are quite 

effective if the selected features allow localizing clusters 

in the feature space with areas of convex shape. However, 

the algorithms are not effective in large estimates of the 

mutual intersection of the internal parts of the cluster 

linear shells. To implement clustering procedures, it is 

necessary to a priori create representative training 

sequences, in which the normal laws of image distribution 

in the cluster become sufficiently noticeable. These 

features require preliminary statistical analysis of training 

sets. 

The obtained data indicate that these algorithms are 

recommended for use in cybernetic stand-alone systems, 

where the application of highly effective library 

intellectual tools is obstructed. 
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