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GENERALIZED SPACES OF TYPE S AND EVOLUTIONARY
PSEUDODIFFERENTIAL EQUATIONS

V. V. Horodets’kyi1, O. V. Martynyuk2;3, and R. S. Kolisnyk4 UDC 517.98

We study the main operations (argument shift, differentiation, etc.) in the generalized spaces of type S
and some classes of analytic functions and pseudodifferential operators in spaces of this kind, as well as
the properties of the Fourier transforms of generalized functions, convolutions, convolvers, and multipli-
cators. The correct solvability of the nonlocal time problem is proved for one class of pseudodifferential
equations in generalized spaces of type S . Its solution is presented in the form of convolution of the
fundamental solution with an initial function, which is an element of the space of generalized functions
of the ultradistribution type.

Introduction

Pseudodifferential operators and equations with pseudodifferential operators are closely connected with im-
portant problems of analysis, modern mathematical physics, probability theory, and the theory of fractals. Note
that differential operators, operators of fractional differentiation and integration, convolutions, etc. belong to the
class of pseudodifferential operators.

A broad class of pseudodifferential operators can be formally represented in the form

A D J

�1

�!x

Œa.t; xI �/J
x!�

ç; fx; �g ⇢ R; t > 0;

where a is the symbol of the operator A satisfying certain conditions and J and J�1 are, respectively, the direct
and inverse Fourier (or Bessel) transforms. If the symbol a is an entire even function of the argument �; then the
evolutionary equations with operator A also contain singular differential equations, in particular, with the Bessel
operator

B

⌫

D d

2

dx

2

C .2⌫ C 1/x

�1

d

dx

; ⌫ > �1
2

:

This operator contains the expression 1=x and can be formally represented in the form B

⌫

D F

�1

B⌫
Œ��2

F

B⌫
ç;

where F
B⌫

is the integral Bessel transform. If a.t; xI �/ ⌘ P.t; xI �/; where P is a polynomial of the variable
� for fixed t and x satisfying the “parabolicity” condition, then these equations belong to the class of parabolic
equations provided that J

x!�

D F is the Fourier transform or to the class of B-parabolic equations provided
that J

x!�

D F

B⌫
: The B-parabolic equations degenerate in the limit and their inner properties are close to the

properties of uniformly parabolic equations [1].
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Numerous mathematicians (Nagase, Shinkai, Tsutsumi, Shubin, Taylor, Hörmander, Kochubei, Dubins’kyi,
Ptashnyk, and others) studied the Cauchy problem for evolutionary equations with pseudodifferential operators
by using various methods and approaches and obtained important results concerning the solvability of the Cauchy
problem in different function spaces. Moreover, the initial functions often have singularities at one or several points
and admit regularization in certain spaces of generalized functions of the type of Sobolev–Schwarz distributions,
ultradistributions, hyperfunctions, etc. Thus, the Cauchy problem for the indicated equations admits a natural
statement also in the classes of generalized functions of finite and infinite orders.

As a generalization of the Cauchy problem, we can consider the following nonlocal time multipoint problem
with the initial condition

mX

kD0

˛

k

u.t; �/j
tDtk

D f;

instead of u.t; �/j
tD0

D f; where t
0

D 0; ft
1

; : : : ; t

m

g ⇢ .0; T ç; 0 < t

1

< t

2

< : : : < t

m

 T; f˛
0

; ˛

1

; : : : ; ˛

m

g ⇢
R; m 2 N; are fixed numbers (for ˛

0

D 1 and ˛
1

D : : : D ˛

m

D 0;we get the Cauchy problem); the corresponding
condition is interpreted either in the classical sense or in the weak sense if f is a generalized function, i.e., as the
limit relation

mX

kD0

˛

k

lim
t!tk

hu.t; �/; 'i D hf; 'i

for an arbitrary function ' from the pivot space (here, hf; 'i denotes the action of the functional f upon the test
function ').

A nonlocal (in time) multipoint problem belongs to the class of nonlocal problems for differential-operator
equations and partial differential equations. These problems are encountered in the simulation of various processes
and practical situations by boundary-value problems for partial differential equations with nonlocal conditions, in
the description of the well-defined problems for specific operators, and in the construction of the general theory of
boundary-value problems (see, e.g., [2–8]).

In the present paper, we study a nonlocal multipoint (in time) problem for the equation
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◆
u D 0; .t; x/ 2 .0;1/ ⇥R; (1)

where '
✓
i@

@x

◆
can be regarded as a pseudodifferential operator in generalized spaces of the type S constructed by

using the symbol function ' satisfying certain conditions. This equation contains, e.g., the operator of differentia-
tion of fractional order
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@

@x
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constructed on the basis of the symbol function '.�/ D .1 C �

2

/

1=2

; � 2 R: We establish the correct solvabil-
ity of the nonlocal multipoint (in time) problem for Eq. (1), present its solution in the form of convolution of
the fundamental solution with the initial function, which is an element of the space of generalized functions of
ultradistribution type, and study the properties of the fundamental solution of nonlocal problem.

Note that the spaces of type S were introduced by Gelfand and Shilov in [9]. They are used in the investigation
of the problems on the classes of uniqueness and well-posedness of the Cauchy problem for partial differential
equations with constant coefficients or coefficients depending solely on the time variable. Spaces of the type S
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�
the spaces Sˇ

˛

⌘ S

n

nˇ

k

k˛

�
are constructed by using two sequences

¶
k

k˛

·
;

¶
n

nˇ

·
; fk; ng ⇢ ZC; where ˛; ˇ > 0 are

fixed parameters. Elements of these spaces are functions infinitely differentiable on R and satisfying the condition

ˇ̌
x

k

'

.n/

.x/

ˇ̌
 cA

k

B

n

k

k˛

n

nˇ

; fk; ng ⇢ ZC;

with constants c; A;B > 0 that depend on the function ': In [9], it was shown that every function from the space
S

ˇ

˛

; together with all its derivatives, decreases as jxj ! C1 faster than exp
¶
�ajxj1=˛

·
; a > 0; x 2 R: In

[10–16], it was established that the spaces of type S and S 0 topologically dual to S are natural sets of initial data
of the Cauchy problem for broad classes of equations with partial derivatives of finite and infinite orders for which
the solutions are entire functions of the space variable. It is of interest to study the spaces Sbn

ak
generalizing the

spaces of type S and constructed according to the sequences fa
k

g and fb
n

g of positive numbers (i.e., to analyze
the topological structures, properties of functions, and main operations in the indicated spaces). In the first part
of the present paper (Secs. 1–4), we give answers to the posed problems. We also study some classes of analytic
functions in the generalized spaces of type S; some classes of pseudodifferential operators in these spaces, and the
properties of the Fourier transforms of generalized functions from the space S 0

:

1. Preliminary Information. Generalized Spaces of Type S

Consider a sequence of positive numbers fm
n

; n 2 ZCg with the following properties:

(i) 8n 2 ZCWmn

 m

nC1

; m

0

D 1I

(ii) 9M > 0 9 h > 0 8n 2 ZCWmnC1

Mh

n

m

n

I

(iii) 9 ! � 1 9 L � 1Wm
k

m

n�k

 !L

n

m

n

; 0  k  n; n 2 ZC:

As examples of these sequences, we can mention Gevrey sequences of the form m

n

D n

n˛

; m

n

D .nä/

˛

;

n 2 ZC; where ˛ > 0 is a fixed parameter .00 D 1/:

We set

�.x/ D inf
n2ZC

m

n

jxjn ; x ¤ 0:

It is clear that � is a nonnegative even function on R n f0g: If x 2 Œ�1; 1ç n f0g; then, by using property (i) of the
sequence fm

n

; n 2 ZCg; we obtain

inf
n2ZC

m

n

jxjn D 1;

i.e., �.x/ D 1 for x 2 Œ�1; 1ç n f0g:
If 1  x

1

< x

2

; then �.x

2

/  �.x

1

/  �.1/ D 1; i.e., � monotonically decreases in the interval Œ1;C1/: In
view of the fact that the function � is even on R n f0g; we conclude that � monotonically increases in the interval
.�1;�1ç; 0 < �.x/  1 8x 2 R n f0g:

Thus, if m
n

D n

n˛

; n 2 ZC; ˛ > 0; then the following estimate holds for the function � in the interval
Œ1;C1/ (see [9, p. 205]):

�.⇠/ D inf
n2ZC

n

n˛

⇠

n

 e

˛e
2
e

�˛
e
⇠

1=˛

; ⇠ � 1:
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If 0 < ⇠ < 1; then

inf
n2ZC

n

n˛

⇠

n

D 1  e

˛
e
e

�˛
e
⇠

1=˛

:

Thus,

8⇠W 0 < ⇠ <1W �.⇠/  ce

�˛
e
⇠

1=˛

; c D e

˛e
2
:

In addition, on R n f0g; the function � satisfies the inequality [9, p. 204]

e

�˛
e
j⇠j1=˛  inf

n2ZC

n

n˛

j⇠jn  ce

�˛
e
j⇠j1=˛

; c D e

˛e
2
; ⇠ 2 R n f0g: .⇤/

Lemma 1. The inequality

ln �.x
1

/C ln �.x
2

/ � ln �.x
1

C x

2

/ 8fx
1

; x

2

g ⇢ .0;C1/ (2)

is true.

Proof. First, we note that

f�.x
1

/; �.x

2

/; �.x

1

C x

2

/g ⇢ .0; 1ç

for any fixed fx
1

; x

2

g ⇢ .0;C1/: Since �.x/ D 1 for x 2 .0; 1ç; it suffices to prove inequality (2) in the
interval .1;C1/: Indeed, if fx

1

; x

2

g ⇢ .0; 1ç and .x
1

C x

2

/ 2 .0; 1ç; then inequality (2) turns into the equality. If
fx

1

; x

2

g ⇢ .0; 1ç and x
1

Cx
2

> 1; then inequality (2) is also true because 0 < �.x

1

Cx
2

/ < 1 and ln �.x
1

Cx
2

/ < 0

and, moreover, �.x
1

/ D �.x

2

/ D 1 and ln �.x
1

/ D ln �.x
2

/ D 0: If x
1

2 .0; 1ç and x
2

> 1; then x
1

C x

2

> 1;

ln �.x
1

/ D 0; and

ln �.x
1

/C ln �.x
2

/ D ln �.x
2

/ � ln �.x
1

C x

2

/

because �.x

1

C x

2

/  �.x

2

/ [here, we have taken into account the fact that � monotonically decreases in the
interval .1;C1/]. Similarly, we can analyze the case x

2

2 .0; 1ç; x
1

> 1:

Further, let fx
1

; x

2

g ⇢ .1;C1/: Inequality (2) is equivalent to the inequality

�.x

1

/�.x

2

/ � �.x

1

C x

2

/; fx
1

; x

2

g ⇢ .1;C1/: (3)

To prove (3), it suffices to show that

�.x

1

/�.x

2

/

�.x

1

C x

2

/

� 1; fx
1

; x

2

g ⇢ .1;C1/:

Let 1 < x
1

 x

2

: Since � monotonically decreases on .1;C1/; we get �.x
1

/ � �.x

2

/: Therefore,

�.x

1

/�.x

2

/

�.x

1

C x

2

/

� �

2

.x

2

/

�.x

1

C x

2

/

:
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By definition,

�.x

2

/ D inf
n2ZC

m

n

x

n

2

; x

2

2 .1;C1/:

Consider a sequence f"
k

D ˇ

k

�.x

2

/; k 2 Ng; where fˇ
k

; k 2 Ng is a sequence of positive numbers monotoni-
cally approaching zero. Hence, for "

k

> 0; there exists a number n
k

D n

k

."

k

/ such that

m

nk

x

nk

2

< �.x

2

/C "

k

D .1C ˇ

k

/�.x

2

/;

i.e.,

�.x

2

/ >

1

1C ˇ

k

m

nk

x

nk

2

; k 2 N:

Thus,

�.x

1

C x

2

/  m

nk

.x

1

C x

2

/

nk
; k 2 N:

By using these inequalities, we conclude that, for the sequence of numbers fn
k

; k 2 Ng; the following inequality
is true:

�.x

1

/�.x

2

/

�.x

1

C x

2

/

� �

2

.x

2

/

�.x

1

C x

2

/

�
m

2

nk

.1C ˇ

k

/

2

.x

1

C x

2

/

nk

x

2nk

2

m

nk

� m

nk

.1C ˇ

1

/

2

x

nk

2

; k 2 N

(here, we have taken into account the fact that x
1

C x

2

� x

2

and ˇ
k

< ˇ

1

8k � 2). In addition,

�.˛/  m

n

˛

n

; n 2 ZC;

for any ˛ > 1 or

8˛ > 1 8k 2 NW m
nk

� ˛

nk
�.˛/:

We set ˛ D x

2

ı; where ı > 1 is a fixed number, and choose a number n
k

such that the inequality

ı

nk
�.x

2

ı/ � .1C ˇ

1

/

2

is true. We directly obtain

n

k

�

ln
✓
.1C ˇ

1

/

2

�.x

2

ı/

◆
.ln ı/�1 C 1

�
:

For this number, the inequality

�.x

1

/�.x

2

/

�.x

1

C x

2

/

� x

nk

2

ı

nk
�.x

2

ı/

.1C ˇ

1

/

2

x

nk

2

D ı

nk
�.x

2

ı/

.1C ˇ

1

/

2

� 1

is true, Q.E.D.
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Let fa
k

; k 2 ZCg and fb
n

; n 2 ZCg be sequences with properties (i)–(iii). By Sbn
ak

we denote a collection of
functions ' 2 C1

.R/ satisfying the condition

9 c; A;B > 0 8fk; ng ⇢ ZC 8x 2 RW
ˇ̌
x

k

'

.n/

.x/

ˇ̌
 cA

k

B

n

a

k

b

n

(4)

(the constants c; A;B > 0 depend on the function ').
The collection Sbn

ak
coincides with the union of the spaces Sbn;B

ak ;A
over all indices fA;Bg ⇢ N; where Sbn;B

ak ;A

denotes the collection of functions ' 2 Sbn
ak

satisfying, for any ı; ⇢ > 0; the inequalities

ˇ̌
x

k

'

.n/

.x/

ˇ̌
 c

ı⇢

.AC ı/

k

.B C ⇢/

n

a

k

b

n

; fk; ng ⇢ ZC; x 2 R;

with the same constants A;B > 0: Hence, Sbn;B

ak ;A
turns into a complete countably normed space if a system of

norms in this space is given by the formulas

k'k
ı⇢

D sup
x;k;n

ˇ̌
x

k

'

.n/

.x/

ˇ̌

.AC ı/

k

.B C ⇢/

n

a

k

b

n

; fı; ⇢g ⇢
º
1;

1

2

;

1

3

; : : :

»
:

The sequence f'
⌫

; ⌫ � 1g ⇢ S

bn
ak

converges to zero in this space if the functions '
⌫

and their derivatives of
any order uniformly converge to zero on each segment Œa; bç ⇢ R and the following inequalities are true:

ˇ̌
x

k

'

.n/

⌫

.x/

ˇ̌
 cA

k

B

n

a

k

b

n

; fk; ng ⇢ ZC; x 2 R;

where the constants c; A; B > 0 are independent of ⌫.

Lemma 2. A function ' 2 C1
.R/ is an element of the space Sbn

ak
if and only if it satisfies the condition

9 c; a; B > 0 8x 2 R n f0g 8fk; ng ⇢ ZCW

ˇ̌
'

.n/

.x/

ˇ̌
 cB

n

b

n

�.ax/;

ˇ̌
'

.n/

.0/

ˇ̌
 CB

n

b

n

; (5)

where

�.x/ D inf
k2ZC

a

k

jxjk ; x 2 R n f0g:

Proof. Let ' 2 Sbn
ak
; i.e., condition (4) is satisfied. Dividing both sides of inequality (4) by jxjk; x ¤ 0; and

passing to the lower limit with respect to k on the right-hand side, we obtain

ˇ̌
'

.n/

.x/

ˇ̌
 cB

n

b

n

inf
k2ZC

A

k

a

k

jxjk D cB

n

b

n

inf
k2ZC

a

k

ˇ̌
A

�1

x

ˇ̌
k

D cB

n

b

n

�.ax/; x ¤ 0;

where a D A

�1

> 0:Moreover, (4) yields the estimate

ˇ̌
'

.n/

.0/

ˇ̌
 cB

n

b

n

; n 2 ZC:
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Conversely, let the function ' 2 C1
.R/ satisfy condition (5). Then

ˇ̌
'

.n/

.x/

ˇ̌
 cB

n

b

n

inf
k2ZC

a

k

jaxjk ; n 2 ZC; x ¤ 0:

This yields the inequality

8x 2 R n f0gW jaxjk
ˇ̌
'

.n/

.x/

ˇ̌
 cB

n

b

n

a

k

; fk; ng ⇢ ZC:

By using the estimate
ˇ̌
'

.n/

.0/

ˇ̌
 cB

n

b

n

; n 2 ZC; we get

ˇ̌
x

k

'

.n/

.x/

ˇ̌
 cA

k

B

n

a

k

b

n

; A D a

�1 8fk; ng ⇢ ZC 8x 2 R;

Q.E.D.
For a function

�

1

.x/ D

8
<̂

:̂

1; jxj  1;

inf
k2ZC

a

k

jxjk ; x > 1;

condition (5) can be replaced by the equivalent condition

9 c; a; B > 0 8x 2 R 8n 2 ZCW
ˇ̌
'

.n/

.x/

ˇ̌
 cB

n

b

n

�

1

.ax/:

If

a

k

D k

k˛

; b

n

D n

nˇ

; fk; ng ⇢ ZC;

where ˛; ˇ > 0 are fixed parameters, then we denote the space Sn

nˇ

k

k˛ by Sˇ

˛

: The spaces Sˇ

˛

are called spaces of the
type S: These spaces were studied in detail in the monograph [9]. They can be also characterized as in [9, p. 210]:

The space Sˇ

˛

consists of those and only those functions that are infinitely differentiable on R and satisfy the
inequalities

ˇ̌
'

.n/

.x/

ˇ̌
 cB

n

n

nˇ exp
¸
�ajxj1=˛

π
; n 2 ZC; x 2 R;

with some constants c; a; B > 0 that depend only on the function ':
If 0 < ˇ < 1 and ˛ � 1 � ˇ; then Sˇ

˛

consists of those and only those functions ' 2 C

1
.R/ that can be

analytically extended to the entire complex plane and satisfy the inequality

j'.x C iy/j  c exp
¸
�ajxj1=˛ C bjyj1=.1�ˇ/

π
; c; a; b > 0:

The space S1

˛

consists of functions ' 2 C1
.R/ that can be analytically extended into a certain strip jIm zj < ı

(that depends on ') of the complex plane and, in addition, the estimate

j'.x C iy/j  c exp
¸
�ajxj1=˛

π
; c; a > 0; fx; yg ⇢ R;
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is true.
A set F ⇢ S

bn
ak

is called bounded in this space if F ⇢ S

bn;B

ak ;A
with some constants A;B > 0; i.e., for all

functions ' 2 F; estimates (4) are true with the same constants A;B > 0.
The spaces Sbn

ak
are called generalized spaces of type S: In the generalized spaces of type S; linear and contin-

uous operators of shift of the argument, multiplication by an independent variable, and differentiation are defined.
Thus, we can show that, in the space Sbn

ak
; the operator of shift of the argument '.x/ ! '.x � h/ 8' 2 Sbn

ak

that maps this space into itself is defined and continuous.
Assume that ' runs through the bounded set F ⇢ S

bn
ak
: This means that, for each function ' 2 F; the

inequalities

ˇ̌
x

k

'

.n/

.x/

ˇ̌
 cA

k

B

n

a

k

b

n

; fk; ng ⇢ ZC; x 2 R;

are true with some constants c; A;B > 0: Thus, we get

sup
x2R

ˇ̌
x

k

'

.n/

.x � h/
ˇ̌
D sup

x2R
j.x C h/

k

'

.n/

.x/j D sup
x2R

ˇ̌
ˇ̌
ˇ̌

kX

jD0

C

j

k

x

j

h

k�j

'

.n/

.x/

ˇ̌
ˇ̌
ˇ̌


kX

jD0

C

j

k

jhjk�j sup
x2R

ˇ̌
x

j

'

.n/

.x/

ˇ̌

 c

kX

jD0

C

j

k

jhjk�j

A

j

B

n

a

j

b

n

D cB

n

b

n

kX

jD0

C

j

k

A

j jhjk�j

 cB

n

a

k

b

n

kX

jD0

C

j

k

A

j jhjk�j D c.AC jhj/kBn

a

k

b

n

D cA

k

1

B

n

a

k

b

n

;

where A
1

D AC jhj: This implies that the function '
1

.x/ D '.x � h/ is an element of the space Sbn;B

ak ;ACjhj; i.e.,

'

1

2 Sbn
ak

D
[

A;B>0

S

bn;B

ak ;A
:

Thus, the image of a bounded set F under the indicated mapping is a bounded set from the space Sbn
ak
: This

means that the operator of shift of the argument is a linear bounded operator in the space Sbn
ak

and, hence, also a
linear continuous operator in this space because the first axiom of countability is true in the space Sbn

ak
: As follows

from the general theory of linear continuous operators in countably normed spaces (see [9, pp. 81–82]), the class
of linear bounded operators in the spaces with the first axiom of countability coincides with the class of linear
continuous operators.

We also note that the spaces Sbn
ak

are perfect (i.e., spaces all bounded sets in which are compact). In view
of this fact and the general theory of perfect spaces (see [9, p. 171]), the operation of shift of the argument is
differentiable (and even infinitely differentiable) in a sense that the limit relations of the form

.'.x C h/ � '.x//h�1 ! '

0
.x/; h! 0;
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are true for each function ' 2 Sbn
ak

in a sense of convergence in the topology of the space Sbn
ak
:

We now prove that a linear and continuous operator of multiplication by an integer independent variable that
maps this space into itself is defined in the space Sbn

ak
.

Assume that ' runs through a bounded set F ⇢ S

bn
ak
; i.e., each function ' 2 F satisfies the inequality

ˇ̌
x

k

'

.n/

.x/

ˇ̌
 cA

k

B

n

a

k

b

n

; fk; ng ⇢ ZC; x 2 R;

with some constants c; A;B > 0:We set  .x/ WD x'.x/: Then

ˇ̌
x

k

 

.n/

.x/

ˇ̌
D
ˇ̌
x

k

.x'.x//

.n/

ˇ̌


ˇ̌
x

kC1

'

.n/

.x/

ˇ̌
C n

ˇ̌
x

k

'

.n�1/

.x/

ˇ̌

 cA

kC1

B

n

a

kC1

b

n

C ncA

k

B

n�1

a

k

b

n�1

:

By using property (ii) of the sequence fa
k

; k 2 ZCg and property (i) of the sequence fb
n

; n 2 ZCg; we arrive at
the inequalities

ˇ̌
x

k

 

.n/

.x/

ˇ̌
 cAA

k

B

n

Mh

k

a

k

b

n

C c2

n

A

k

B

n

B

�1

a

k

b

n

D QcAk

1

B

n

1

a

k

b

n

;

where Qc D cAM C cB

�1

; A

1

D maxfAh;Ag; and B
1

D maxf1; 2Bg: Hence, a bounded set F multiplied by an
independent variable x is also a bounded set in the space Sbn

ak
; Q.E.D.

We also note that ' 2 Sbn
ak

for any f'; g ⇢ S

bn
ak
:

A function g 2 C1
.R/ is called a multiplicator in the space Sbn

ak
if g' 2 Sbn

ak
for any function ' 2 Sbn

ak
and

' ! g' is a linear and continuous mapping that acts from S

bn
ak

into Sbn
ak
:

Lemma 3. A multiplicator in the space Sbn
ak

is a function f 2 C1
.R/ satisfying the condition

9 B
0

> 0 8" > 0 9c
"

> 0 8n 2 ZC 8x 2 R n f0gW

ˇ̌
f

.n/

.x/

ˇ̌
 c

"

B

n

0

b

n

.�."x//

�1

; (6)

ˇ̌
f

.n/

.0/

ˇ̌
 c

"

B

n

0

b

n

:

Proof. Let ' 2 Sbn
ak
: By Lemma 2, the inequalities

ˇ̌
'

.n/

.x/

ˇ̌
 cB

n

b

n

�.ax/; x 2 R n f0g; n 2 ZC;
ˇ̌
'

.n/

.0/

ˇ̌
 cB

n

b

n

are true with some constants c; A;B > 0. We take " 2 .0; a/ and use estimates (6). Thus, we get

ˇ̌
ˇ.f .x/'.x//.n/

ˇ̌
ˇ 

nX

jD0

C

j

n

ˇ̌
ˇf .j /

.x/

ˇ̌
ˇ
ˇ̌
ˇ'.n�j /

.x/

ˇ̌
ˇ
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 cc

"

nX

jD0

C

j

n

B

j

0

B

n�j

b

n�j

�.ax/

�."x/

; x ¤ 0:

Since b
j

b

n�j

 !L

n

b

n

[see property (iii) of the sequence fb
n

; n 2 ZCg], we get

ˇ̌
ˇ.f .x/'.x//.n/

ˇ̌
ˇ  QcBn

1

b

n

�.ax/

�."x/

D QcBn

1

b

n

e

ln�.ax/�ln�."x/
; x ¤ 0;

where Qc D cc

"

! and B
1

D 2maxfB
0

; BgL: The inequality

ln �.ax/ � ln �."x/  ln �..a � "/x/; 0 < " < a; x ¤ 0;

follows from (2). Thus, we obtain

ˇ̌
ˇ.f .x/'.x//.n/

ˇ̌
ˇ  QcBn

1

b

n

e

ln�..a�"/x/ D QcBn

1

b

n

�.a

1

x/; a

1

D a � "; x ¤ 0;

ˇ̌
ˇ.f .x/'.x//.n/j

xD0

ˇ̌
ˇ  QcBn

1

b

n

; n 2 ZC:

Hence, f � ' 2 Sbn
ak
: It follows from the presented reasoning that if ' runs through a bounded set F ⇢ S

bn
ak
; then

every function f � '; ' 2 F belongs to a bounded set F
1

⇢ S

bn
ak
; i.e., the operator Sbn

ak
3 ' ! f ' 2 S

bn
ak

is
continuous.

Lemma 3 is proved.

If the sequences fa
k

; k 2 ZCg and fbn; n 2 ZCg satisfy the condition

a

k

a

k�1

� c

a

k

1��

;

b

k

b

k�1

� c

b

k

1��

; �;� � 0; �C �  1;

fk; ng ⇢ N;
a

kC2

a

k

 c

0

A

k

;

(7)

then, as indicated in [9, p. 290], the following formula is true:

F

⇥
S

bn
ak

⇤
D S

an

bk
;

where

F

h
S

bn
ak

i
WD

8
<

: W .�/ D
Z

R

'.�/e

i�x

dx 8' 2 Sbn
ak

9
=

; :

In particular,

F

h
S

b

nˇ

k

k˛

i
⌘ F

h
S

ˇ

˛

i
D S

˛

ˇ

D S

n

n˛

k

kˇ ; ˛; ˇ > 0:
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The operator F WSbn
ak

! S

an

bk
is continuous.

Since the sequence fa
k

; k 2 ZCg has property (ii), the inequality

a

kC2

a

k

 c

0

A

k

0

is true with constants c
0

D hM

2 and A
0

D h

2 [M; h > 0 are constants from property (ii)]. In what follows, we
assume that the sequences fa

k

; k 2 ZCg and fbn; n 2 ZCg satisfy condition (7).
If a

k

D k

k˛

; k 2 ZC; ˛ > 0; then, as shown in [9, p. 240], this sequence satisfies the inequality

a

k

a

k�1

� 1

2

˛

k

1��

; k 2 N;

where � D maxf1 � ˛; 0g; i.e., � D 1 � ˛ for 0 < ˛ < 1 and � D 0 for ˛ � 1:

2. Some Classes of Analytic Functions in the Generalized Spaces of Type S

If a sequence fb
n

; n 2 ZCg used to construct the space Sbn
ak

has a special form, then this space may consist of
infinitely differentiable functions on R admitting analytic extensions to the entire complex plane and characterized
by a certain order of increase. Assume that a sequence fa

k

; k 2 ZCg satisfies conditions (i)–(iii) and that a
sequence fb

n

; n 2 ZCg is characterized by “slow growth.” In order to construct the sequence fb
n

g; we consider a
monotonically decreasing sequence f⇢

n

; n 2 ZCg; ⇢0 D 1; of positive numbers with the following properties:

(a) lim
n!1

n
p
⇢

n

D 0I

(b) 9 � 2 .0; 1/ 8n 2 NW ⇢
n�1

=⇢

n

 n

� I

(c) 9 c; L � 1 ⇢

k

⇢

n�k

 cL

n

⇢

n

; k 2 f0; 1; : : : ; ng:

As an example of a sequence f⇢
n

; n 2 ZCg with properties (a)–(c), we can mention a sequence ⇢
n

D .nä/

ˇ�1

;

where ˇ 2 .0; 1/ is a fixed parameter. Indeed, first of all, we note that f⇢
n

g is a monotonically decreasing sequence,
i.e.,

⇢

n

D 1

.nä/

1�ˇ

� 1

..nC 1/ä/

1�ˇ

D ⇢

nC1

8n 2 ZC:

By using the Stirling formula, we obtain

n
p
⇢

n

D 1

.nä/

.1�ˇ/=n

D 1

⇣p
2⇡nn

n

e

�n

e

�n

e

✓=12n

⌘
.1�ˇ/=n

 1

.n

n

e

�n

/

.1�ˇ/=n

D e

1�ˇ

n

1�ˇ

! 0; n! 1; 0 < ✓ < 1:

Thus, the sequence f⇢
n

; n 2 ZCg has property (a).
For any n 2 N; we get

⇢

n�1

⇢

n

D .nä/

1�ˇ

..n � 1/ä/1�ˇ

D n

1�ˇ

:
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Hence, the sequence f⇢
n

; n 2 ZCg satisfies condition (b) with the parameter � D 1 � ˇ; � 2 .0; 1/:
To prove property (c), it suffices to establish the inequality

⇢

k

⇢

n�k

⇢

n

 cL

n

; k 2 f0; 1; : : : ; ng;

where c; L � 1; are constants. Thus,

⇢

k

⇢

n�k

⇢

n

D .nä/

1�ˇ

..k/ä/

1�ˇ

..n � k/ä/1�ˇ

D
⇣
C

k

n

⌘
1�ˇ

;

where C k

n

are the binomial coefficients in the binomial formula. Further, by using the fact that

nX

kD0

C

k

n

D 2

n

;

we obtain

C

k

n

 2

n

; k 2 f0; 1; : : : ; ng;
⇣
C

k

n

⌘
1�ˇ

 2

n.1�ˇ/

:

This yields the inequality

⇢

k

⇢

n�k

 cL

n

⇢

n

; c D 1; L D 2

1�ˇ � 1; k 2 f0; 1; : : : ; ng:

We now consider a sequence b
n

D nä⇢

n

; n 2 ZC; where f⇢
n

g is a sequence with properties (a)–(c). The
sequence fb

n

; n 2 ZCg has properties (i)–(iii) (see Sec. 1). Indeed, the inequality b
n

 b

nC1

; n 2 ZC; is
equivalent to the inequality b

n

=b

nC1

 1; n 2 ZC: By using property (b) of the sequence f⇢ng;we get

b

n

b

nC1

D nä⇢

n

.nC 1/ä⇢

nC1

D 1

nC 1

⇢

n

⇢

nC1

 .nC 1/

�

nC 1

D 1

.nC 1/

1��

 1 8n 2 ZC:

Since the sequence f⇢
n

g is monotonically decreasing, we have

b

nC1

D .nC 1/ä⇢

nC1

D nä.nC 1/⇢

nC1

 nä⇢

n

.nC 1/ D .nC 1/b

n

 2

n

b

n

:

Hence, the sequence fb
n

g satisfies condition (ii) with the parameters M D 1 and h D 2: By using the inequality
kä.n � k/ä  nä; k 2 f0; 1; : : : ; ng; and property (c) of the sequence f⇢

n

g; we get

b

k

b

n�k

D kä⇢

k

.n � k/ä⇢
n�k

 cL

n

nä⇢

n

D cL

n

b

n

; k 2 f0; 1; : : : ; ng:

Thus, the sequence fb
n

g satisfies condition (iii).

Theorem 1. Every function ' 2 S

nä⇢n
ak

can be analytically extended onto the complex plane as an entire
function '.z/; z D x C iy 2 C; satisfying the condition

9 a; b; c > 0 8z D x C iy 2 CW j'.x C iy/j  c�

1

.ax/⇢

1

.by/;
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where

�

1

.x/ D

8
<̂

:̂

1; jxj  1;

inf
k2ZC

⇣
a

k

=jxjk
⌘
; jxj > 1;

⇢

1

.y/ D

8
<̂

:̂

1; y D 0;

sup
n2ZC

.jyjn⇢
n

/ ; y ¤ 0:

Proof. Let ' 2 Snä⇢n
ak

; i.e.,

9 c
1

; A; B > 0 8x 2 R 8fk; ng ⇢ ZCW
ˇ̌
x

k

'

.n/

.x/

ˇ̌
 c

1

A

k

B

n

b

k

nä⇢

n

;

or

9 c
1

; a; B > 0 8x 2 R 8n 2 ZCW
ˇ̌
'

.n/

.x/

ˇ̌
 c

1

B

n

nä⇢

n

�

1

.ax/:

Therefore, it can be analytically extended onto the entire complex plane. Indeed, the remainder of the Taylor
formula

'.x C h/ D
n�1X

mD0

'

.m/

.x/

mä

h

m C '

.n/

.⇠/

nä

h

n

; x 2 R;

where jx � ⇠j < jhj; admits the following estimate:

ˇ̌
'

.n/

.⇠/

ˇ̌

nä

jhjn  c

1

B

n

⇢

n

jhjn D c

1

�
Bjhj n

p
⇢

n

�
n

:

Since n
p
⇢

n

! 0 as n! 1; we have

8" > 0 9 n
0

D n

0

."/ 8n � n

0

W ⇢

n

< "

n

:

We fix arbitrary jhj > 0 and set " D 1

2

.Bjhj/: Hence, we get

ˇ̌
'

.n/

.⇠/

ˇ̌

nä

jhjn  c

1

2

n

! 0; n! 1:

This implies that the Taylor series of the function '.x/ converges to '.x/; x 2 R; i.e.,

'.x C h/ D
1X

nD0

'

.n/

.x/

nä

h

n

:

By using the estimate for the remainder, we conclude that the Taylor series of the function ' is also convergent
for complex values of h: Thus, ' can be extended to an entire function '.z/; z D x C iy 2 C; y ¤ 0:Moreover,

x

k

'.x C iy/ D
1X

nD0

.iy/

n

nä

x

k

'

.n/

.x/
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and

ˇ̌
x

k

'.x C iy/

ˇ̌
 c

1

A

k

a

k

1X

nD0

jyjnBn

⇢

n

or

j'.x C iy/j  c

1

1X

nD0

ˇ̌
y

n

ˇ̌
B

n

⇢

n

�

1

.ax/ D c

1

1X

nD0

1

2

n

.2Bjyj/n⇢
n

�

1

.ax/

 c

1

sup
n2ZC

�
jbyjn⇢

n

� 1X

nD0

1

2

n

�

1

.ax/ D c�

1

.ax/⇢

1

.by/;

where b D 2B; c D 2c

1

; and ⇢
1

.y/ D sup
n2ZC

�
jyjn⇢

n

�
; y ¤ 0: Q.E.D.

Note that ⇢
1

is an even nonnegative function onRmonotonically increasing in the interval Œ1;C1/; ⇢

1

.y/ D 1

for jyj  1; and ⇢
1

.y/ � y

n

⇢

n

8n 2 ZC for jyj > 1:
As an example, we consider the sequences a

k

D k

k˛ and b
n

D nä.nä/

ˇ�1 D .nä/

ˇ

; where ˛ � 1 � ˇ;

ˇ 2 .0; 1/: In this case,

S

bn
ak

D S

.nä/

ˇ

k

k˛ D S

n

nˇ

k

k˛ D S

ˇ

˛

(the inequality ˛ � 1 � ˇ is the condition of nontriviality of the space Sˇ

˛

[9, p. 276]). Thus,

⇢

1

.y/ D sup
n2ZC

�
jyjn⇢

n

�
D sup

n2ZC

⇣
jyjn.nä/ˇ�1

⌘
D sup

n2ZC

jyjn
.nä/

1�ˇ

 sup
n2ZC

jeyjn
n

n.1�ˇ/

D 1

inf
n2ZC

n

n.1�ˇ/

jeyjn

 e

b1jyj1=.1�ˇ/

; b

1

D 1 � ˇ
e

e

1=.1�ˇ/

(here, we have used inequality (*) in Sec. 1). Moreover, it follows from this inequality that

�

1

.x/  c

0

exp
�
� c

1

jxj1=˛
�
; c

1

D ˛

e

; and c

0

D e

˛e=2

:

Thus, for the space Sˇ

˛

; ˛ � 1�ˇ; by virtue of Theorem 1, every function ' from this space can be analytically
extended onto the complex plane as an entire function '.x C iy/ satisfying the condition

j'.x C iy/j  c exp
¸
�ajxj1=˛ C bjyj1=.1�ˇ/

π

with some constants c; a; b > 0 (this condition is the well-known result established in [9, p. 209]).
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3. Spaces of Generalized Functions of the Type S 0

By
�
S

bn
ak

�0 we denote the space of all linear continuous functionals defined in the pivot space Sbn
ak

with weak
convergence. The elements of this space are called generalized functions.

Linear continuous functionals whose action upon a test function ' 2 Sbn
ak

is given by the formula

hf; 'i D
Z

R

f .x/'.x/dx

are called regular generalized functions or regular functionals.
Every function f locally integrable on R and satisfying the condition

8" > 0 9 c
"

> 0 8x 2 R n f0gW jf .x/j  c

"

.�."x//

�1

; (8)

generates a regular generalized function F
f

2 .Sbn
ak
/

0:

hF
f

; 'i D
Z

R

f .x/'.x/dx 8' 2 Sbn
ak
:

The following statement is true: Let f and g be functions locally integrable onR and satisfying condition (8).
Assume that these functions do not coincide on a set of positive Lebesgue measure. Then there exists a function
'

0

2 Sbn
ak

such that hf; '
0

i ¤ hg; '
0

i; i.e., F
f

¤ F

g

: Conversely, if F
f

¤ F

g

; then the functions f and g do not
coincide on a set of positive Lebesgue measure.

The proof of this statement is similar to the proof of the corresponding assertion in [17].
The formulated statement enables us to identify the functions locally integrable on R and satisfying condition

(8) with generalized functions from the space
�
S

bn
ak

�0 generated by these functions. By using the properties of the
Lebesgue integral, we conclude that the embedding

S

bn
ak

3 f ! F

f

2
�
S

bn
ak

�0

is continuous.
Since the operation of shift of the argument T

x

is defined in the pivot space Sbn
ak
; we introduce the convolution

of a generalized function f 2
�
S

bn
ak

�0 with a test function by the formula

.f ⇤ '/.x/ WD
˝
f

⇠

; T�x

L'.x/
˛
D hf

⇠

; '.x � ⇠/i; L'.⇠/ D '.�⇠/

(here, hf
⇠

; T�x

L'.⇠/i denotes the action of the functional f upon the test function T�x

L'.⇠/ as a function of the
argument ⇠). It follows from the property of infinite differentiability of the operation of shift of the argument in the
space Sbn

ak
that the convolution f ⇤ ' is an ordinary infinitely differentiable function on R:

Let f 2
�
S

bn
ak

�0
: If f ⇤ ' 2 S

bn
ak

8' 2 S

bn
ak

and the relation '
⌫

! 0 as ⌫ ! C1 in the topology of the
space Sbn

ak
implies that f ⇤ '

⌫

! 0 as ⌫ ! C1 in the topology of the space Sbn
ak
; then the functional f is called

a convolver in the space Sbn
ak
:

We define the Fourier transform of a generalized function f 2
�
S

bn
ak

�0 by the formula

hF Œf ç; 'i D hf; F Œ'çi 8' 2 San

bk
:
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This implies that F Œf ç 2
�
S

an

bk

�0 for f 2
�
S

bn
ak

�0
:Moreover, the operator F W

�
S

bn
ak

�0 !
�
S

an

bk

�0 is continuous.

Theorem 2. If a generalized function f 2
�
S

bn
ak

�0 is a convolver in the space Sbn
ak
; then, for any function

' 2 Sbn
ak
; the formula

F Œf ⇤ 'ç D F Œf çF Œ'ç

is true.

Proof. By the condition of the theorem, f ⇤ ' 2 S

bn
ak

8' 2 S

bn
ak
: By using the Fourier transform of a

generalized function from the space
�
S

bn
ak

�0 and the definition of convolution of a generalized function with a test
function, we arrive at the relations:

8 2 San

bk
W hF Œf ⇤ 'ç;  i D hf ⇤ '; F Œ çi D

C1Z

�1
.f ⇤ '/.x/F Œ ç.x/dx

D
C1Z

�1

˝
f

⇠

; '.x � ⇠/

˛
F Œ ç.x/dx

D
*
f

⇠

;

C1Z

�1
'.x � ⇠/F Œ ç.x/dx

+
: (9)

Let

I.⇠/ WD
C1Z

�1
'.x � ⇠/F Œ ç.x/dx:

Then, by the Fubini theorem,

I.⇠/ D
C1Z

�1
'.x � ⇠/

0

@
C1Z

�1
 .�/e

i�x

d�

1

A
dx D

C1Z

�1

C1Z

�1
'.x � ⇠/ .�/e

i�x

d�dx

D
C1Z

�1

C1Z

�1
'.t/ .�/e

i� t

e

i�⇠

d�dt D
C1Z

�1
 .�/F Œ'ç.�/e

i�⇠

d� D F ŒF Œ'ç ç.⇠/ 2 Sbn
ak
:

Hence,

hF Œf ⇤ 'ç;  i D hf; F ŒF Œ'ç çi D hF Œf ç; F Œ'ç i D hF Œf çF Œ'ç;  i 8 2 San

bk
:

This yields the equality F Œf ⇤ 'ç D F Œf çF Œ'ç:
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It remains to show that relation (9) is true. We introduce the notation

I

r

.⇠/ WD
rZ

�r

 .�/F Œ'ç.�/e

i�⇠

d�; r > 0:

To prove (9), it suffices to establish that I
r

.⇠/ ! I.⇠/ as r ! C1 in the space Sbn
ak
; i.e., ˛

r

.⇠/ WD I.⇠/ �
I

r

.⇠/! 0 as r ! C1 in the topology of the space Sbn
ak
: This implies that:

(i) the family of functions
¶
˛

.n/

r

.⇠/; r > 0

·
; n 2 ZC; uniformly converges to zero as r ! C1 on each

segment Œa; bç ⇢ R;

(ii)
ˇ̌
˛

.n/

r

ˇ̌
 cB

n

b

n

�.a⇠/ and
ˇ̌
˛

.n/

r

.0/

ˇ̌
 cB

n

b

n

8n 2 ZC;where the constants c; B; a > 0 are independent
of r:

The integral

C1Z

�1
D

n

⇠

⇣
 .�/F Œ'ç.�/e

i�⇠

⌘
d� D

C1Z

�1
.i�/

n

 .�/F Œ'ç.�/e

i�⇠

d�

converges uniformly in ⇠ because

8⇠ 2 RW
ˇ̌
ˇDn

⇠

⇣
 .�/F Œ'ç.�/e

i�⇠

⌘ˇ̌
ˇ  j�n

 .�/F Œ'ç.�/j ; � 2 R;

C1Z

�1
j�n

F Œ'ç.�/j d� < C1

(since �n

F Œ'ç.�/ 2 San

bk
for any n 2 ZC). Thus,

ˇ̌
˛

.n/

r

.⇠/

ˇ̌


Z

j� j�r

ˇ̌
�

n

F Œ'ç.�/

ˇ̌
d� ! 0; r ! C1;

uniformly in ⇠ 2 R as the remainder of the convergent integral. Thus, condition (i) is satisfied.
Further, we verify condition (ii). Since

D

n

⇠

˛

r

.⇠/ ⌘ D

n

⇠

I.⇠/ �Dn

⇠

I

r

.⇠/; n 2 ZC;

we have
ˇ̌
D

n

⇠

˛

r

.⇠/

ˇ̌

ˇ̌
D

n

⇠

I.⇠/

ˇ̌
C
ˇ̌
D

n

⇠

I

r

.⇠/

ˇ̌
:

Consider nonnegative functions

D

n

⇠

I

r;C.⇠/ D max
⇣
D

n

⇠

I

r

.⇠/; 0

⌘
; D

n

⇠

I

r;�.⇠/ D �min
⇣
D

n

⇠

I

r

.⇠/; 0

⌘
:
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We take into account the fact that

ˇ̌
D

n

⇠

I

r

.⇠/

ˇ̌
D D

n

⇠

I

r;C.⇠/CD

n

⇠

I

r;�.⇠/  2

ˇ̌
D

n

⇠

I.⇠/

ˇ̌
:

This yields

ˇ̌
D

n

⇠

˛

r

.⇠/

ˇ̌
 3

ˇ̌
D

n

⇠

I.⇠/

ˇ̌
D 3

ˇ̌
D

n

⇠

F ŒF Œ'ç ç.⇠/

ˇ̌
8r > 0: (10)

Since F ŒF Œ'ç ç 2 Sbn
ak

8' 2 Sbn
ak
;  2 San

bk
; in view of relation (10), this yields

ˇ̌
D

n

⇠

˛

r

.⇠/

ˇ̌
 cB

n

b

n

�.a⇠/; ⇠ ¤ 0;

ˇ̌
D

n

⇠

˛

r

.0/

ˇ̌
 cB

n

b

n

; n 2 ZC;

where the constants c; B; a > 0 are independent of r: Thus, condition (ii) is satisfied.
Theorem 2 is proved.

By virtue of Theorem 2, if a generalized function f is a convolver in the space Sbn
ak
; then its Fourier transform

is a multiplicator in the space San

bk
:

4. Pseudodifferential Operators in the Generalized Spaces of Type S

Consider a function

Q�.�/ D

8
ˆ̂<

ˆ̂:

1; j� j  1;

sup
k2ZC

j� jk
a

k

; j� j > 1:

It is clear that Q� is a nonnegative even function on R monotonically increasing in the interval Œ1;C1/; and
such that Q�.�/ � 1 for j� j � 1: Since

sup
k2ZC

j� jk
a

k

D 1

inf
k2ZC

ak

j� jk
; � 2 R n f0g;

the function Q�.�/ coincides with the function 1

�.�/

for � 2 R n f0g:

Thus, if a
k

D k

k˛

; k 2 ZC; ˛ > 0; then the function Q� constructed according to this sequence satisfies the
inequalities

c

0

e

˛
e
j� j1=˛  Q�.�/  e

˛
e
j� j1=˛

; c

0

D e

�˛e
2
; � 2 R:

By using inequality (2) satisfied by the function ln � (see Lemma 2), we arrive at the following convexity
inequality for the function ln Q� :

ln Q�.�
1

/C ln Q�.�
2

/  ln Q�.�
1

C �

2

/ 8f�
1

; �

2

g ⇢ .0;C1/: (11)

Let ' be an infinitely differentiable function on R with the following properties:
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(i) '.�/ > �.�/ � ln Q�.�/; � 2 RI

(ii) 8" > 0 9 c
"

> 0 8� 2 RW'.�/  c

"

Q�."�/I

(iii) 9 c
0

; B

0

> 0 8n 2 N 8� 2 RW
ˇ̌
'

.n/

.�/

ˇ̌
 c

0

B

n

0

nä:

Here,

�.�/ D
�Z

0

�.⇠/d⇠; � � 0; �.�/ D �.��/;

where �.⇠/; 0  ⇠ < C1; is a monotonically increasing continuous function such that �.0/ D 0 and

lim
⇠!C1

�.⇠/ D C1:

It is clear that � is a continuously differentiable even function on R monotonically increasing on Œ0;C1/:

The function � also has the following properties:

(a) 8˛ 2 .0; 1/ 8� 2 Œ0;C1/W�.˛�/  ˛�.�/I

(b) 8˛ � 1 8� 2 Œ0;C1/W�.˛�/ � ˛�.�/:

As an example, we prove property (a). Since the function � is monotonically increasing on Œ0;C1/, we get

�.˛�/ D
˛�Z

0

�.⇠/d⇠ D ˛

�Z

0

�.˛y/dy  ˛

�Z

0

�.y/dy D ˛�.�/:

Note that, by virtue of properties (ii) and (iii) of the function '; this function is a multiplicator in the space
S

1

ak
⌘ S

n

n

ak
(the proof of this fact is similar to the proof of Lemma 3). This implies that a linear and continuous

pseudodifferential operator A constructed according to the function

'WA D F

�1

Œ'.�/F Œ çç 8 2 San

1

is defined in the space San

1

⌘ S

an

k

k :

Consider a self-adjoint operator
i@

@x

in the Hilbert space L
2

.R/ with domain of definition

D
✓
i@

@x

◆
D f 2 L

2

.R/W 9  0 2 L
2

.R/g:

By virtue of the main theorem on self-adjoint operators,

'

✓
i@

@x

◆
D

C1Z

�1
'.�/ dE

�

 ;
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where E
�

; � 2 R; is the spectral function of the operator
i@

@x

: It is known (see, e.g., [18]) that

E

�

 D 1

2⇡

�Z

�1

8
<

:

C1Z

�1
 .⌧/e

i�⌧

d⌧

9
=

; e
�ix�

d� ⌘ 1

2⇡

�Z

�1
F Œ ç.�/e

�ix�

d�:

This yields the relation dE
�

 D 1

2⇡

F Œ ç.�/e

�ix�

d�: Thus,

'

✓
i@

@x

◆
D 1

2⇡

C1Z

�1
'.�/F Œ ç.�/e

�ix�

d� D F

�1

Œ'.�/F Œ çç 8 2 San

1

;

i.e., the operator '
✓
i@

@x

◆
coincides with the pseudodifferential operator A in the space San

1

constructed according

to the function (symbol) '; which is a multiplicator in the space S1

ak
:

As an example, we consider a function '.�/ D
�
1C �

2

�
1=2

; � 2 R:We can directly show that the function '
has the following properties:

(i) ' 2 C1
.R/; '.�/ > j� j; � 2 R; 8" > 0 9 c

"

> 0W'.�/  c

"

exp."j� j/; � 2 R; c
"

D 2

1=2maxf1; 1="gI

(ii)
ˇ̌
D

n

�

'.�/

ˇ̌
 c

0

B

n

0

nä  c

1

B

n

1

n

n

; n 2 N; � 2 R:

This implies that ' is a multiplicator in the space S1

1

⌘ S

n

n

k

k : Hence, the operator

'

✓
i@

@x

◆
D

s

I C
✓
i@

@x

◆
2

D

s

I �
✓
@

@x

◆
2

D
C1Z

�1

�
1C �

2

�
1=2

dE

�

coincides with the pseudodifferential operator F�1

⇥
.1C �

2

/

1=2

F

⇤
in the space S1

1

:

A function

'.�/ D .1C �

2

/

!=2

; � 2 R;

where ! 2 Œ1; 2/; is a fixed parameter, has similar properties:

' 2 C1
.R/; '.�/ > j� j! ; � 2 R; '.�/  c

"

exp
¶
"j� j!

·
; � 2 R;

where c
"

D 2

!=2maxf1; 1="g; and
ˇ̌
D

n

�

'.�/

ˇ̌
 c

0

B

n

0

nä  c

1

B

n

1

n

n

:

The function ' is a multiplicator in the space S1

1=!

⌘ S

n

n

k

k=! and the operator

'

✓
i@

@x

◆
D

✓
I �

✓
@

2

@x

2

◆◆
!=2
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coincides in the space S1=!

1

with the pseudodifferential operator constructed according to the symbol

'.�/ D
�
1C �

2

�
!=2

; � 2 R:

5. Nonlocal (in Time) Problem

Consider a differential-operator equation

@u.t; x/

@t

C '

✓
i@

@x

◆
u.t; x/ D 0; .t; x/ 2 .0;C1/ ⇥R ⌘ �C; (12)

where '
✓
i@

@x

◆
is understood as a pseudodifferential operator in the space San

1

constructed according to the function

'; which is a multiplicator in the space S1

ak
[the function ' has properties (i)–(iii) formulated in Sec. 4]. Hence,

'

✓
i@

@x

◆
 D F

�1

⇥
'.�/F Œ ç

⇤
8 2 San

1

:

A solution of Eq. (12) is understood as a function u.t; x/; .t; x/ 2 �C; continuously differentiable with
respect to the variable t and such that u.�; x/ 2 San

1

for every t > 0 and u.t; x/; .t; x/ 2 �C; satisfies Eq. (12).
For Eq. (12), we formulate a nonlocal multipoint (in time) problem as follows:

To find a solution of Eq. (12) satisfying the condition

�u.0; x/ � �

1

u.t

1

; x/ � : : : � �

m

u.t

m

; x/ D f .x/; x 2 R; f 2 San

1

; (13)

where

u.0; x/ D lim
t!C0

u.t; x/; m 2 N;

f�;�
1

; : : : ;�

m

g ⇢ .0;C1/; ft
1

; : : : ; t

m

g ⇢ .0;C1/

are fixed numbers such that 0 < t
1

< : : : < t

m

< C1 and, moreover,

� > m

mX

kD1

�

k

:

By using the Fourier transforms, we seek the solution of problem (12), (13) in the form u.t; x/ D F

�1

Œv.t; �/ç:
For the function vW�C ! R; we obtain the following problem with the parameter � :

dv.t; �/

dt

C '.�/v.t; �/ D 0; .t; �/ 2 �C; (14)

�v.0; �/ �
mX

kD1

�

k

v.t

k

; �/ D Q
f .�/; � 2 R; (15)
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where Q
f .�/ D F Œf ç.�/: The general solution of Eq. (14) has the form

v.t; �/ D c expf�t'.�/g; .t; x/ 2 �C; (16)

where c D c.�/ is determined from condition (15). Substituting (16) in Eq. (15), we obtain

c D Q
f .�/

 
� �

mX

kD1

�

k

expf�t
k

'.�/g
!�1

; � 2 R:

We introduce the notation: G.t; x/ D F

�1

ŒQ.t; �/ç andQ.t; �/ D Q

1

.t; �/Q

2

.�/; where

Q

1

.t; �/ D expf�t'.�/g; Q

2

.�/ D
 
� �

mX

kD1

�

k

Q

1

.t

k

; �/

!�1

:

Further, as a result of formal reasoning, we arrive at the relation

u.t; x/ D
Z

R

G.t; x � ⇠/f .⇠/d⇠ D G.t; x/ ⇤ f .x/:

Indeed,

u.t; x/ D .2⇡/

�1

Z

R

Q.t; �/

0

@
Z

R

f .⇠/e

i�⇠

d⇠

1

A
e

�i�x

d�

D
Z

R

0

@
.2⇡/

�1

Z

R

Q.t; �/e

�i�.x�⇠/

d⇠

1

A
f .⇠/d⇠

D
Z

R

G.t; x � ⇠/f .⇠/d⇠ D G.t; x/ ⇤ f .x/; .t; x/ 2 �C:

The validity of the performed transformations and the property of convergence of the corresponding integrals
follow from the properties of the function G presented in what follows. The properties of the function G are
determined by the properties of the functionQ because G D F

�1

ŒQç: Thus, first of all, we study the properties of
the functionQ.t; �/ regarded as a function of the argument �:

Lemma 4. The derivatives of the function Q
1

.t; �/; .t; �/ 2 �C (with respect to the variable �/ satisfy the
following estimates:

ˇ̌
D

n

�

Q

1

.t; �/

ˇ̌
 cA

n

t

!n

n

n expf�t'.�/g; .t; �/ 2 �C; n 2 N; (17)

where ! D 0 for 0 < t  1; ! D 1 for t > 1; and the constants c > 1 and A > 0 are independent of t:
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Proof. To prove the assertion, we use the Faa di Bruno formula of differentiation of a composite function

D

n

�

F.g.�// D
nX

pD1

d

p

dg

p

F.g/

X
nä

p

1

ä : : : p

l

ä

✓
d

d�

g.�/

◆
p1

: : :

 
1

lä

d

l

d�

l

g.�/

!
pl

; n 2 N

(the index of summation runs through all integer nonnegative solutions of the equation p
1

C 2p

2

C : : :C lp

l

D n;

p

1

C : : :C p

l

D p), where we set F D e

g and g D �t'.�/: Then

D

n

�

e

�t'.�/ D e

�t'.�/

nX

pD1

X
nä

p

1

ä : : : p

l

ä

ƒ;

where the symbol ƒ denotes the expression

ƒ WD
✓
d

d�

.�t'.�//
◆
p1

✓
1

2ä

d

2

d�

2

.�t'.�//
◆
p2

: : :

 
1

lä

d

l

d�

l

.�t'.�//
!
pl

:

In view of property (iii) of the function '; which remains true for the derivatives of the function '; we obtain

jƒj  c

p1C:::Cpl

0

B

p1C2p2C:::Clpl

0

t

p1C:::Cpl  Qcn
0

t

p

B

n

0

; Qc
0

D maxf1; c
0

g:

By using property (i) of the function ' and the Stirling formula, we arrive at the inequalities

ˇ̌
D

n

�

Q

1

.t; �/

ˇ̌
 Qcn

0

B

n

0

t

!n

nä expf�t'.�/g  cA

n

t

!n

n

n expf�t'.�/g; � 2 R; (18)

where ! D 0 for 0 < t  1; ! D 1 for t > 1; and the constants c > 1 and A > 0 are independent of t:
Lemma 4 is proved.

Remark 1. It follows from estimates (18) thatQ
1

.t; �/ 2 S1

ak
for any t > 0:

Indeed, let t 2 .0; 1/: By using property (i) of the function ' and property (a) of the function�; we obtain the
inequalities

e

�t'.�/  e

�t�.�/  e

��.t�/  e

� ln Q�.t�/ D e

ln�.t�/ D �.t�/; � 2 R n f0g
✓
here, we have used the fact that Q�.�/ D 1

�.�/

; � 2 R n f0g
◆
:

If t > 1; t ¤ n; where n 2 f2; 3; : : :g; then t D Œt çC ftg:We get

e

�t'.�/ D e

�Œtç'.�/

e

�ftg'.�/  e

�ftg'.�/  e

�ftg�.�/  e

��.ftg�/

 e

� ln Q�.ftg�/ D �.ftg�/; � 2 R n f0g:

If t D n; n 2 f2; 3; : : :g; then t D 1C n � 1: In this case, we obtain

e

�t'.�/ D e

�'.�/

e

�.n�1/'.�/  e

�'.�/  e

��.�/  e

� ln Q�.�/ D �.�/; � 2 R n f0g:
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Hence,

e

�t'.�/  �.a�/; � 2 R n f0g; (19)

where a D ftg for t ¤ n; n 2 N; and a D 1 for t D n; n 2 N:
Therefore, for fixed t > 0; the inequalities

ˇ̌
D

n

�

Q

1

.t; �/

ˇ̌
 c

Q
A

n

n

n

�.a�/; � 2 R n f0g; n 2 ZC; (20)

where Q
A D At

!

; are true. Since e�t'.0/  e

�t�.0/ D 1; we have

D

n

�

Q

1

.t; 0/  c

Q
A

n

n

n

; n 2 ZC:

By using this result and Lemma 2, we conclude thatQ
1

.t; �/ 2 S1

ak
for any t > 0:

Lemma 5. The functionQ
2

is a multiplicator in the space S1

ak
:

Proof. By using property (i) of the function '; we conclude that the inequalities

Q

1

.t

k

; �/  expf�t
k

'.�/g < 1; k 2 f1; : : : ; mg; � 2 R;

are true. Since � >
X

m

kD1

�

k

; we get

1

�

mX

kD1

�

k

Q

1

.t

k

; �/ <

1

�

mX

kD1

�

k

< 1:

By using the polynomial formula, we obtain

Q

2

.�/ D 1

�

 
1 � 1

�

mX

kD1

�

k

Q

1

.t

k

; �/

!�1

D 1

�

1X

rD0

�

�r

 
mX

kD1

�

k

e

�tk'.�/

!
r

D
1X

rD0

�

�.rC1/

X

r1C:::CrmDr

rä

r

1

ä : : : r

m

ä

⇣
�

1

e

�t1'.�/

⌘
r1

: : :

⇣
�

m

e

�tm'.�/

⌘
rm

D
1X

rD0

�

�.rC1/

X

r1C:::CrmDr

rä

r

1

ä : : : r

m

ä

�

r1

1

: : :�

rm
m

Q

1

.�; �/;

where � WD t

1

r

1

C : : :C t
m

r

m

andQ
1

.�; �/ D e

��'.�/

: By using this result and (17), we arrive at the inequalities

ˇ̌
D

n

�

Q

2

.�/

ˇ̌
 cA

n

n

n

1X

rD0

�

�.rC1/

X

r1C:::CrmDr

rä

r

1

ä : : : r

m

ä

�

r

0

�

!n expf��'.�/g
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 cA

n

t

!n

m

n

n

1X

rD0

�

�.rC1/

�

r

0

r

n

X

r1C:::CrmDr

rä

r

1

ä : : : r

m

ä

; n 2 N;

where �
0

D maxf�
1

; : : :�

m

g: Further,in view of the fact that

X

r1C:::CrmDr

rä

r

1

ä : : : r

m

ä

D m

r

;

we get

ˇ̌
D

n

�

Q

2

.�/

ˇ̌
 c

0
A

n

1

n

n

1X

rD0

Q�r

r

n D QcAn

1

n

n

; n 2 N; (21)

where Q� D �

�1

�

0

m < 1; c

0 D c�

�1

;

Qc D c

0
1X

rD0

Q�r

r

n

;

and A
1

D At

!

m

: The last inequality and the boundedness of the functionQ
2

on R imply thatQ
2

is a multiplicator
in the space S1

ak
:

Lemma 5 is proved.

By using (17), (21) and the Leibniz formula of differentiation of the product of two functions, we find

ˇ̌
D

n

�

Q.t; �/

ˇ̌
D
ˇ̌
ˇ̌
ˇ

nX

lD0

C

l

n

D

l

�

Q

1

.t; �/D

n�l

�

Q

2

.�/

ˇ̌
ˇ̌
ˇ

 c Qc
nX

lD0

C

l

n

A

l

t

!l

l

l

A

n�l

1

.n � l/n�l expf�t'.�/g

 Q
b

Q
B

n

t

!n

n

n expf�t'.�/g;

where Q
b D c Qc and Q

B D 2maxfA;A
1

g: By using the last inequality, Remark 1, and estimate (20), we conclude that
Q.t; �/ is an element of the space S1

ak
as a function of the variable � (for any t > 0). Since G D F

�1

ŒQç; the
function G.t; �/ is an element of the space San

1

for any t > 0:

Lemma 6. The function G.t; �/; t 2 .0;C1/; as an abstract function of the parameter t with values in the
space San

1

; is differentiable with respect to t:

Proof. In view of the continuity of direct and inverse Fourier transforms in the spaces of type S; in order
to prove the required assertion, it suffices to show that the function F ŒG.t; �/ç D Q.t; �/; regarded as an abstract
function of the parameter t with values in the space S1

ak
; is differentiable with respect to t: In other words, it is

necessary to prove that the limit relation

ˆ

Åt

.�/ WD 1

Åt

ŒQ.t CÅt; �/ �Q.t; �/ç ! @

@t

Q.t; �/; Åt ! 0;
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is true in a sense that:

(i) D

n

�

ˆ

Åt

.�/ �!
Åt!0

D

n

�

.�'.�/Q.t; �//; n 2 ZC; uniformly on each segment Œa; bç ⇢ RI

(ii)
ˇ̌
D

n

�

ˆ

Åt

.�/

ˇ̌
 cB

n

n

n

�.a�/; n 2 ZC; � 2 R n f0g;

where the constants c; a; B > 0 are independent of Åt if Åt is sufficiently small.
The function Q.t; �/; .t; �/ 2 �C; is differentiable with respect to t in the ordinary sense. By virtue of the

Lagrange theorem on finite increments, we get

ˆ

Åt

.�/ D �'.�/Q.t C ✓Åt; �/; 0 < ✓ < 1:

Hence,

D

n

�

ˆ

Åt

.�/ D �
nX

lD0

C

l

n

D

l

�

'.�/D

n�l

�

Q.t C ✓Åt; �/ (22)

and

D

n

�

✓
ˆ

Åt

.�/ � @

@t

Q.t; �/

◆
D �

nX

lD0

C

l

n

D

l

�

'.�/

h
D

n�l

�

Q.t C ✓Åt; �/ �Dn�l

�

Q.t; �/

i
:

Since

D

n�l

�

Q.t C ✓Åt; �/ �Dn�l

�

Q.t; �/ D D

n�lC1

�

Q.t C ✓

1

Åt; �/✓Åt; 0 < ✓

1

< 1;

in view of estimates (17), this yields

D

n�lC1

�

Q.t C ✓

1

Åt; �/✓Åt ! 0; Åt ! 0;

uniformly on any segment Œa; bç ⇢ R: By using the properties of the function '; we obtain

D

n

�

ˆ

Åt

.�/! D

n

�

✓
@

@t

Q.t; �/

◆
; Åt ! 0;

uniformly on any segment Œa; bç ⇢ R: Thus, condition (i) is satisfied.
By using (22) and estimates for the functions '.�/ andQ.t; �/ and their derivatives, we get

ˇ̌
D

n

�

ˆ

Åt

.�/

ˇ̌
 Qc

nX

lD0

C

l

n

B

l

l

l

A

n�l

.t C ✓Åt /

!.n�l/

e

�.tC✓Åt/'.�/ Q�."�/

(here, " > 0 is an arbitrary fixed number and Qc D Qc."/ > 0). Since t C ✓Åt  T; where T > 1 is fixed, we arrive
at the estimate

ˇ̌
D

n

�

ˆ

Åt

.�/

ˇ̌
 cL

n

n

n

e

�t'.�/ Q�."�/; L D 2maxfAT;Bg:



GENERALIZED SPACES OF TYPE S AND EVOLUTIONARY PSEUDODIFFERENTIAL EQUATIONS 615

Further, by using the inequality

expf�t'.�/g  �.a�/; � 2 R n f0g

[see (19)], we obtain

ˇ̌
D

n

�

ˆ

Åt

.�/

ˇ̌
 Qc QLn

n

n

�.a�/ Q�."�/

DD Qc QLn

n

n

e

� ln Q�.a�/
e

ln Q�."�/

D Qc QLn

n

n

e

� ln Q�.a�/Cln Q�."�/
; � 2 R n f0g;

where Q�.�/ D 1=�.�/). By using the convexity inequality (11) satisfied by the function ln Q� ; we arrive at the
inequality

ln Q�."�/C ln Q�..a � "/�/  ln Q�.a�/; " 2 .0; a/; � 2 R n f0g;

or at the inequality

� ln Q�.a�/C ln Q�."�/  � ln Q�..a � "/�/; � 2 R n f0g; " 2 .0; a/:

Thus,

ˇ̌
D

n

�

ˆ

Åt

.�/

ˇ̌
 Qc QLn

n

n

e

� ln Q�.a1�/ D Qc QLn

n

n

�.a

1

�/;

a

1

D a � "; n 2 ZC; � 2 R n f0g:

moreover, all constants are independent of Åt; i.e., condition (ii) is satisfied.
Lemma 6 is proved.

Corollary 1. The following relation is true:

@

@t

�
f ⇤G.t; x/

�
D f ⇤ @G.t; x/

@t

8f 2
�
S

an

1

�0
; t > 0:

Proof. According to the definition of convolution of a generalized function with test function, we get

f ⇤G.t; x/ D
D
f

⇠

; T�x

L
G.t; ⇠/

E
;

L
G.t; ⇠/ D G.t;�⇠/:

Thus,

@

@t

.f ⇤G.t; �// D lim
Åt!0

1

Åt

Œf ⇤G.t CÅt; �/ � f ⇤G.t; �/ç

D lim
Åt!0

⌧
f

⇠

;

1

Åt

h
T�x

L
G.t CÅt; �/ � T�x

L
G.t; �/

i�
:
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By Lemma 6, the limit relation

1

Åt

h
T�x

L
G.t CÅt; ⇠/ � T�x

L
G.t; ⇠/

i
! @

@t

T�x

L
G.t; ⇠/; Åt ! 0;

is true in a sense of convergence in the topology of the space San

1

: Thus, we obtain

@

@t

�
f ⇤G.t; �/

�
D

⌧
f

⇠

; lim
Åt!0

1

Åt

h
T�x

L
G.t CÅt; ⇠/ � T�x

L
G.t; ⇠/

i�

D
⌧
f

⇠

;

@

@t

T�x

L
G.t; ⇠/

�
D

⌧
f

⇠

; T�x

@

@t

L
G.t; ⇠/

�
D f ⇤ @

@t

G.t; �/:

Corollary 1 is proved.

Lemma 7. In the space
�
S

an

1

�0
; the following limit relations are true:

(i) G.t; �/! F

�1

ŒQ

2

ç; Åt ! C0:

(ii)

�G.t; �/ �
mX

kD1

�

k

G.t

k

; �/! ı; t ! C0; (23)

where ı is the Dirac delta function.

Proof. (i) In view of the continuity of direct and inverse Fourier transforms in the spaces of type S 0
; in order

to prove the required assertion, it suffices to show that

F ŒG.t; �/ç D Q.t; �/ D Q

1

.t; �/Q
2

.�/! Q

2

.�/; t ! C0;

in the space
�
S

1

ak

�0
: To this end, we take an arbitrary function  2 S1

ak
; use the fact that Q

2

is a multiplicator in
the space S1

ak
; and apply the Lebesgue theorem on the limit transition in the Lebesgue integral. As a result, we

obtain

hQ
1

.t; �/Q
2

.�/;  i D hQ
1

.t; �/;Q
2

.�/ .�/i

D
Z

R

Q

1

.t; �/Q

2

.�/ .�/d� �!
t!C0

Z

R

Q

2

.�/ .�/d�

D h1;Q
2

.�/ .�/i D hQ
2

;  i:

This yields Assertion 1 of Lemma 7.

(ii) By using assertion 1, we get
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�G.t; �/ �
mX

kD1

�

k

G.t

k

; �/ �!
t!C0

�F

�1

ŒQ

2

ç �
mX

kD1

�

k

G.t

k

; �/

D �F

�1

ŒQ

2

ç �
mX

kD1

�

k

F

�1

ŒQ

1

.t

k

; �/Q
2

.�/ç

D F

�1

"
�Q

2

�
mX

kD1

�

k

Q

1

.t

k

; �/Q
2

.�/
#
D F

�1

" 
� �

mX

kD1

�

k

Q

1

.t

k

; �/
!
Q

2

.�/
#

D F

�1

2

4
 
� �

mX

kD1

�

k

Q

1

.t

k

; �/

! 
� �

mX

kD1

�

k

Q

1

.t

k

; �/

!�1

3

5 D F

�1

Œ1ç D ı:

Thus, relation (23) is true in the space
�
S

an

1

�0
:

Lemma 7 is proved,

Remark 2. If � D 1 and �
1

D : : : D �

m

D 0; then problem (12), (13) is reduced to the Cauchy problem for
Eq. (12). In this case,

Q

2

.�/ D 1 8� 2 R; G.t; x/ D F

�1

⇥
e

�t'.�/

⇤
;

and

G.t; �/! F

�1

Œ1ç D ı; t ! C0;

in the space
�
S

an

1

�0
:

Theorem 3. Suppose that

!.t; x/ D f ⇤G.t; x/; f 2
�
S

an

1;⇤
�0
; .t; x/ 2 �C;

where
�
S

an

1;⇤
�0 is a class of convolvers in the space San

1

: Then the limit relation

�!.t; �/ �
mX

kD1

�

k

!.t

k

; �/! f; t ! C0; (24)

is true in the space
�
S

an

1

�0.

Proof. We now prove that the limit relation

F

"
�!.t; �/ �

mX

kD1

�

k

!.t

k

; �/
#
! F Œf ç; t ! C0; (25)

is true in the space
�
S

1

ak

�0
: Since f 2

�
S

an

1;⇤
�0 and G.t; �/ 2 San

1

for any t > 0; we find (see Theorem 2)
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F Œ!.t; �/ç D F Œf ⇤G.t; �/ç D F Œf çF ŒG.t; �/ç D F Œf çQ.t; �/:

Thus, it is necessary to show that

F Œf ç

 
�Q.t; �/ �

mX

kD1

�

k

Q.t

k

; �/
!
! F Œf ç

as t ! C0 in the space
�
S

1

ak

�0
: Since

Q.t; �/ D Q

1

.t; �/Q
2

.�/! Q

2

.�/ as t ! C0

in the space
�
S

1

ak

�0 [see the proof of Assertion (i) in Lemma 7)], we conclude that

�Q.t; �/ �
mX

kD1

�

k

Q.t

k

; �/ �!
t!C0

�Q

2

.�/ �
mX

kD1

�

k

Q

1

.t

k

; �/Q
2

.�/

D
 
� �

mX

kD1

�

k

Q

1

.t

k

; �/

!
Q

2

.�/ D 1

in the space
�
S

1

ak

�0
: Thus, relations (25) and (24) are true in the corresponding spaces.

Theorem 3 is proved.

The function G.t; x/; .t; x/ 2 �C; satisfies Eq. (12). Indeed,

@

@t

G.t; x/ D @

@t

F

�1

ŒQ.t; �/ç D F

�1


@

@t

Q.t; �/

�
D �F�1

Œ'.�/Q.t; �/ç;

'

✓
i@

@x

◆
G.t; x/ D F

�1

⇥
'.�/F

�1

ŒG.t; �/ç
⇤
D F

�1

Œ'.�/Q.t; �/ç:

Thus,

@G.t; x/

@t

C '

✓
i@

@x

◆
G.t; x/ D 0; .t; x/ 2 �C;

Q.E.D.

By Theorem 3, the nonlocal multipoint (in time) problem for Eq. (12) can be formulated as follows:
To find a function u.t; x/; .t; x/ 2 �C; satisfying Eq. (12) and the condition

� lim
t!C0

u.t; �/ �
mX

kD1

�

k

u.t

k

; �/ D f; f 2
�
S

an

1;⇤
�0 (26)

[the limit relation (26) is considered in the space
�
S

an

1

�0, and the restrictions imposed on the parameters �;

�

1

; : : : ;�

m

; t

1

; : : : ; t

m

are the same as for problem (12), (13)].
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Theorem 4. The nonlocal multipoint (in time) problem (12), (13) is correctly solvable and its solution is
given by the formula

u.t; x/ D f ⇤G.t; x/; .t; x/ 2 �C;

where u.t; �/ 2 San

1

for any t > 0:

Proof. We now show that the function u.t; x/; .t; x/ 2 �C; satisfies Eq. (12). Indeed (see Corollary 1),

@u.t; x/

@t

D @

@t

.f ⇤G.t; �// D f ⇤ @G.t; �/
@t

and

'

✓
i@

@x

◆
u.t; x/ D F

�1

Œ'.�/F Œf ⇤G.t; �/çç:

Since f is a convolver in the space San

1

; we have

F Œf ⇤G.t; �/ç D F Œf çF ŒG.t; �/ç D F Œf çQ.t; �/:

Hence,

'

✓
i@

@x

◆
u.t; x/ D F

�1

⇥
'.�/Q.t; �/F Œf ç.�/

⇤

D �F�1


@

@t

Q.t; �/F Œf ç

�
D �F�1


F


@G.t; �/
@t

�
F Œf ç

�

D �F�1


F


f ⇤ @G.t; �/

@t

��
D �f ⇤ @G.t; �/

@t

:

This implies that the function u.t; x/; .t; x/ 2 �C; satisfies Eq. (12).
By Theorem 3, the function u.t; x/; .t; x/ 2 �C; satisfies condition (26) in the indicated sense.
It remains to show that problem (12), (26) is uniquely solvable. To this end, we consider a Cauchy problem

@v

@t

� Av D 0; .t; x/ 2 Œ0; t
0

/ ⇥R ⌘ �

0
; 0  t < t

0

< C1; (27)

v.t; �/j
tDt0

D  ;  2
�
S

an

1;⇤
�0
; (28)

where A is the restriction of the operator adjoint to the operator

'

✓
i@

@x

◆
D F

�1

Œ'F ç

to the space San

1

⇢
�
S

an

1;⇤
�0
: Condition (28) is understood in a weak sense. The Cauchy problem (27), (28) is

solvable and, moreover, v.t; �/ 2 San

1

for any t 2 Œ0; t
0

/

⇥
the Cauchy problem (27), (28) is investigated by using
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the same scheme as in the investigation of problem (10), (26) with the parameters � D 1; �

1

D : : : D �

m

D 0 by
taking into account the fact that A D F

�1

Œ' � F ç and, moreover,

v.t; x/ D  ⇤ Q
G.t; x/ and Q

G.t; x/ D F

�1

⇥
e

.t�t0/'.�/
⇤⇤
:

Let Qt

t0
W
�
S

an

1;⇤
�0 ! S

an

1

be an operator that associates a function  2
�
S

an

1;⇤
�0 with the solution of problem

(27), (28). The operator Qt

t0
is linear and continuous. Furthermore, it is defined for any t and t

0

such that
0  t < t

0

< C1 and has the following properties;

8 2
�
S

an

1;⇤
�0W

dQ

t

t0
 

dt

� AQt

t0
 D 0; lim

t!t0

Q

t

t0
 D  

(the limit is considered in the space
�
S

an

1

�0).
Consider a solution u.t; x/; .t; x/ 2 �C; of problem (12), (26), regarded as a regular functional from the space�

S

an

1;⇤
�0
:We prove that problem (12), (26) may have only one solution in the space

�
S

an

1;⇤
�0
: To this end, it suffices

to show that the functional u.t; x/ ⌘ 0 is the sole possible solution of Eq. (12) with the trivial initial conditions
(for any t 2 .0;C1/). Further, we apply the functional u to the function Qt

t0
 ; where  is an arbitrarily fixed

element of the space San

1

⇢
�
S

an

1;⇤
�0
: Differentiating with respect to t and using Eqs. (12) and (27), we obtain

@

@t

˝
u.t; �/;Qt

t0
 

˛
D

⌧
@u

@t

;Q

t

t0
 

�
C
*
u;

@Q

t

t0
 

@t

+

D �
⌧
'

✓
i@

@x

◆
u;Q

t

t0
 

�
C
˝
u;AQ

t

t0
 

˛

D �
⌧
'

✓
i@

@x

◆
u;Q

t

t0
 

�
C

⌧
'

✓
i@

@x

◆
u;Q

t

t0
 

�
D 0; t 2 Œ0; t

0

/:

Hence,
˝
u.t; �/;Qt

t0
 

˛
is a constant. By using the properties of abstract functions, we deduce the relation

lim
t!t0

˝
u.t; �/;Qt

t0
 

˛
D hu.t

0

; �/;  i D const

at any point t
0

2 .0;C1/: If f D 0 in (26), then

� lim
t!C0

hu.t; �/;  i �
mX

kD1

�

k

hu.t
k

; �/;  i D �c

0

�
mX

kD1

�

k

c

k

D 0;

where c
0

; c

1

; : : : ; c

m

are arbitrary constants. This implies that c
0

D c

1

D : : : D c

m

D 0: Indeed, assume that this
is not true, i.e., e.g., c

0

¤ 0: In this case, we get the relation

� �
mX

kD1

�

k

˛

k

D 0;
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where ˛
k

D c

k

=c

0

; k 2 f1; : : : ; mg: Since �;�
1

; : : : ;�

m

are fixed parameters and, in addition,

� >

mX

kD1

�

k

;

the obtained contradiction proves that c
0

D 0: Similarly, we can show that c
1

D c

2

D : : : D c

m

D 0: Thus,
hu.t

0

; �/;  i D 0 for any  2 San

1

; i.e., u.t
0

; x/ is a zero functional from the space
�
S

an

1;⇤
�0
: Since t

0

2 .0;C1/

and t
0

is arbitrary, we conclude that u.t; �/ D 0 for all t 2 .0;C1/:

Theorem 4 is proved.

Indeed, let

'

✓
i@

@x

◆
D
 
I �

✓
@

@x

◆
2

!
!=2

be the operator of differentiation of fractional order in the space S1=!

1

⌘ S

n

n=!

k

k constructed according to the
function '.�/ D .1C �

2

/

!=2

; � 2 R; where ! 2 Œ1; 2/ is a fixed parameter, which is a multiplicator in the space
S

1

1=!

D S

n

n

k

k=! : Then, by Theorem 4, the nonlocal multipoint (in time) problem for Eq. (12) with this operator is

correctly solvable provided that the generalized function f in condition (26) is an element of the space
�
S

1=!

1;⇤
�0
:

REFERENCES

1. M. I. Matiichuk, Parabolic Singular Boundary-Value Problems [in Ukrainian], Institute of Mathematics, National Academy of Sci-
ences of Ukraine, Kyiv (1999).

2. A. M. Nakhushev, Equations of Mathematical Biology [in Russian], Vysshaya Shkola, Moscow (1995).
3. A. A. Dezin, General Problems of the Theory of Boundary-Value Problems [in Russian], Nauka, Moscow (1980).
4. V. K. Romanko, “Boundary-value problems for one class of differential operators,” Differents. Uravn., 10, No. 11, 117–131 (1974).
5. V. V. Gorodetskii and V. I. Mironik, “Two-point problem for one class of evolutionary equations. I,” Differents. Uravn., 46, No. 3,

349–363 (2010).
6. V. V. Gorodetskii and V. I. Mironik, “Two-point problem for one class of evolutionary equations. II,” Differents. Uravn., 46, No. 4,

520–526 (2010).
7. V. V. Gorodetskii and O. V. Martynyuk, “Multipoint problem for one class of evolutionary equations,” Differents. Uravn., 49, No. 8,

1005–1015 (2013).
8. V. V. Horodets’kyi and O. V. Martynyuk, Cauchy Problem and Nonlocal Problems for Evolutionary Equations of the First Order in

Time Variable [in Ukrainian], Rodovid, Chernivtsi (2015).
9. I. M. Gelfand and G. E. Shilov, Spaces of Test and Generalized Functions [in Russian], Fizmatgiz, Moscow (1958).

10. M. L. Gorbachuk and V. I. Gorbachuk, Boundary-Value Problems for Operator Differential Equations [in Russian], Naukova Dumka,
Kiev (1984).

11. M. L. Gorbachuk and V. I. Gorbachuk, Boundary-Value Problems for Operator Differential Equations, Kluwer AP, Dordrecht (1991).
12. V. V. Gorodetskii, “On periodic Cauchy problems for equations of parabolic type in classes of generalized functions,” Differents.

Uravn., 23, No. 10, 1745–1750 (1987).
13. V. V. Gorodetskii, “On the localization of solutions of the Cauchy problem for 2b-periodic systems in classes of generalized functions,”

Differents. Uravn., 24, No 2, 348–350 (1988).
14. V. V. Horodets’kyi, Limit Properties of Smooth (in a Layer) Solutions of Parabolic Equations [in Ukrainian], Ruta, Chernivtsi (1998).
15. V. V. Horodets’kyi, Sets of Initial Values of Smooth Solutions of the Differential-Operator Equations of Parabolic Type [in Ukrainian],

Ruta, Chernivtsi (1998).
16. V. V. Horodets’kyi, Evolutionary Equations in Countably Normed Spaces of Infinitely Differentiable Functions [in Ukrainian], Ruta,

Chernivtsi (2000).
17. I. M. Gelfand and G. E. Shilov, “Fourier transformation of rapidly growing functions and problems of uniqueness of the Cauchy

problem,” Usp. Mat. Nauk, 8, Issue 6, 3–54 (1953).
18. V. V. Gorodetskii, N. I. Nagnibida, and P. P. Nastasiev, Methods for the Solution of Problems of Functional Analysis [in Russian],

Vyshcha Shkola, Kiev (1990).


	Abstract
	Introduction
	1. Preliminary Information. Generalized Spaces of Type S
	2. Some Classes of Analytic Functions in the Generalized Spaces of Type S
	3. Spaces of Generalized Functions of the Type S0
	4. Pseudodifferential Operators in the Generalized Spaces of Type S
	5. Nonlocal (in Time) Problem
	REFERENCES

